A numerical model for three-dimensional shallow water flows with sharp gradients over mobile topography
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A B S T R A C T

This study aims to develop a three-dimensional (3-D) numerical model for shallow water flows over mobile topography, which is capable of simulating morphological evolution under shock waves, e.g. dam-break flows. The hydrodynamic model solves the three-dimensional shallow water equations (SWEs) using a finite volume method on prismatic cells in σ-coordinates. The morphodynamic model solves an Exner equation consisting of bed-load sediment transportation. Using a relaxation approach, a hyperbolic system is built for hydrodynamic system, which allows for using a Godunov-type central-upwind method to capture the shocks and approximate the numerical fluxes. Consequently, the 3-D-SWEs-Exner model proposed in the present study can stably and accurately solve the dam-break flows over mobile beds. A spatially and temporally second-order “prismatic” central-upwind method is used to approximate the numerical fluxes through cell interfaces. The Exner equation is solved using an upwind method. Using spatially linear reconstruction and explicit two-stage Runge–Kutta time discretization, second order accuracy is achieved in space and time. The proposed model can preserve the well-balanced property due to the special discretization of bed-slope source terms. The proposed model is validated by several tests with experimental measurements, and is compared with the simulated results using reported two-dimensional (2-D) models.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

In the past few decades, a number of 2-D numerical models for shallow water (SW) flows with shocks over mobile topography have been developed based on 2-D depth-averaged SWEs. Vásquez [39] have developed a 2-D river morphology model referred as River2D-MOR which has been tested for dam-break flows over mobile bed in [38]. Zhang and Wu have developed a 2-D hydrodynamic and sediment transport model for dam break flows using finite volume method based on quad-tree grids [42]. Xia et al. [41] have developed a 2-D numerical model for dam-break flows over mobile bed using a coupled approach. Evangelista et al. [7] proposed a 2-D model to simulate dam-break waves on movable beds using a multi-stage centered scheme. Swartenbroekx et al. [36] have built a 2-D two-layer shallow water model for dam break flows with significant bed load transport. Liu et al. [22] developed a robust 2-D model for rapidly varying flows over erodible bed with wetting and drying. Canelas et al. [6] proposed a novel two-dimensional depth-averaged simulation tool for highly unsteady discontinuous flows over complex time-evolving geometries. Liu et al. [24] developed a well-balanced 2-D coupled model for dam-break flow over erodible bed. Wei et al. [11] have conducted a 2D hydrodynamic and sediment transport modeling of mega flood due to dam-break. Liu et al. [21] have proposed a two dimensional numerical model for rapidly varying flow over mobile bed, which is suitable for dam-break cases.

There are only a limited number of studies of 3-D shallow water models over erodible beds. Lesser et al. [20] discussed the operation of the DELFT3D module and presented the key features of the formulations used to model the fluid flow and sediment transport over mobile bed, in which the hydrodynamic module solves the 3-D shallow water equations [3,4] based on assumption of hydrostatic status, using the finite difference method. However, the numerical model proposed in [20] cannot guarantee shock-capturing ability, therefore, it may failed in simulations of bed-erosion under unsteady-flows with sharp gradients, e.g., dam-break flows. This prevents the extension of this model to the cases with shocks waves.

Inspired by the study [20], in this study, a 3-D numerical model is developed using the 3-D SWEs and Exner formula. Unlike the previously reported 3-D SW model over mobile bed [20] which may fail in solving sharp gradients, the proposed model can stably
simulate the bed evolution under dam break waves. This is accomplished by converting the 3-D SWEs into a hyperbolic form using a relaxation approach based on the work \cite{1,2,3}, which allows for the use of shock capturing schemes, e.g. central-upwind method. Consequently, the model is able to simulate dam-break flows without numerical instability. Furthermore, a second order “prismatic” central-upwind method is used to estimate the fluxes through interfaces based on explicit finite volume method. The temporal evolution of topography is estimated by an Exner equation consisting of bed-load transport which is estimated by an upwind method. A stable total variation diminishing two-stage Runge-Kutta (TV-DRK2) solver is used in the proposed model to gain second order temporal accuracy. The model is validated by several laboratory tests with experimental data; the proposed 3-D model is compared with several reported 2-D models; and the simulated results using depth-averaged velocities are also compared with those using near bed velocities.

2. Governing equations

2.1. Hydrodynamic model

3-D SWEs with constant density are derived from the 3-D Navier-Stokes equations, after Reynolds-averaging and under the simplifying assumptions of hydrostatic pressure (see \cite{4,5}). Ignoring the horizontal viscous terms and coriolis effect, the 3-D SWEs have the following form:

\[
\frac{\partial u}{\partial t} + \frac{\partial uu}{\partial x} + \frac{\partial vu}{\partial y} + \frac{\partial wu}{\partial z} = 0
\]

\[
\frac{\partial u}{\partial t} + \frac{\partial uu}{\partial x} + \frac{\partial vu}{\partial y} + \frac{\partial wu}{\partial z} = \frac{\partial}{\partial z} \left( \frac{\partial u}{\partial z} - D \frac{\partial u}{\partial x} \right)
\]

\[
\frac{\partial v}{\partial t} + \frac{\partial uv}{\partial x} + \frac{\partial vv}{\partial y} + \frac{\partial wv}{\partial z} = \frac{\partial}{\partial z} \left( \frac{\partial v}{\partial z} - D \frac{\partial v}{\partial y} \right)
\]

where \(t\) is the time; \(x, y, z\) are the Cartesian coordinates; \(u(x, y, z, t), v(x, y, z, t), w(x, y, z, t)\) are the velocity components in the \(x-, y-\) and \(z-\)directions, respectively; \(g\) is the gravitational acceleration; \(\eta(x, y, t)\) is the water surface elevation; and \(v_\nu\) is the kinematic eddy viscosity. The system (1)–(3) together with either kinematic or dynamic boundary conditions for \(\eta\) constitute a closed system of equations for \(u, v, w\) and \(\eta\).

In order to more accurately define the irregularly bottom boundary, the \(\sigma\) coordinate is adopted in the vertical direction to replace the Cartesian coordinate \(z\) using the following transformation \cite{4,5}:

\[
\sigma = \frac{z - \eta(x, y, t)}{D(x, y, t)} = \frac{z - \eta(x, y, t)}{D(x, y, t) - h(x, y, t)}
\]

where \(\sigma\) is the transformed vertical coordinate that varies between \(-1\) and \(0\), \(D(x, y, t)\) is the depth of the water column, and \(h(x, y, t)\) is the bed level.

Accordingly, the 3-D SWEs in \(\sigma\)-coordinates can be written in the following form:

\[
\frac{\partial \eta}{\partial t} + \frac{\partial (Du)}{\partial x} + \frac{\partial (Dv)}{\partial y} + \frac{\partial (Dw)}{\partial \sigma} = 0
\]

\[
\frac{\partial (Du)}{\partial t} + \frac{\partial (Du^2)}{\partial x} + \frac{\partial (Dv)}{\partial y} + \frac{\partial (Dw)}{\partial \sigma} = \frac{\partial}{\partial \sigma} \left( v_\nu \frac{\partial u}{\partial \sigma} \right) - gD \frac{\partial h}{\partial x}
\]

\[
\frac{\partial (Dv)}{\partial t} + \frac{\partial (Duv)}{\partial x} + \frac{\partial (Dv^2)}{\partial y} + \frac{\partial (Dw)}{\partial \sigma} = \frac{\partial}{\partial \sigma} \left( v_\nu \frac{\partial v}{\partial \sigma} \right) - gD \frac{\partial h}{\partial y}
\]

\[
\frac{\partial (Dw)}{\partial t} + \frac{\partial (Duw)}{\partial x} + \frac{\partial (Dw^2)}{\partial y} + \frac{\partial (Dv)}{\partial \sigma} = \frac{\partial}{\partial \sigma} \left( v_\nu \frac{\partial w}{\partial \sigma} \right) - gD \frac{\partial h}{\partial z}
\]

where \(\omega\) is the vertical velocity in the \(\sigma\)-direction, which is related to \(w\) by the following relationship:

\[
\omega = w - u \left( \sigma \frac{\partial D}{\partial x} + \sigma \frac{\partial \eta}{\partial x} \right) - v \left( \sigma \frac{\partial D}{\partial y} + \sigma \frac{\partial \eta}{\partial y} \right) - \left( \sigma \frac{\partial D}{\partial \sigma} + \sigma \frac{\partial \eta}{\partial \sigma} \right).
\]

We apply the kinematic boundary condition \(\omega(x, y, \sigma = -1, t) = 0\) and \(\omega(x, y, \sigma = 0, t) = 0\) to close the system (5)–(7). Integrating the continuity Eq. (5) with respect to \(\sigma\) from \(-1\) to 0 using Leibniz’s rule gives the following free surface equation:

\[
\frac{\partial \eta}{\partial t} + \frac{\partial \eta}{\partial \sigma} \left[ \int_{-1}^{0} Du \, d\sigma \right] + \frac{\partial \eta}{\partial \sigma} \left[ \int_{-1}^{0} Dv \, d\sigma \right] = 0.
\]

The vertical eddy viscosity can be estimated by the following model \cite{29} in \(\sigma\)-coordinates:

\[
v_\nu = \left( \frac{\ell_m}{D} \right)^2 \left[ \left( \frac{\partial u}{\partial \sigma} \right)^2 + \left( \frac{\partial v}{\partial \sigma} \right)^2 \right]^{1/2}
\]

where \(\ell_m\) is the mixing length which can be approximated by:

\[
\ell_m = \begin{cases} \kappa (\sigma + 1) D, & \text{if } \sigma \leq -0.75, \\ 0.1D, & \text{otherwise.} \end{cases}
\]

where \(\kappa = 0.41\) is the Von Karman constant.

2.2. Morphodynamic model

In the current study, the topography is evaluated by the Exner equation,

\[
\frac{\partial h}{\partial t} + \frac{\partial q_{bx}}{\partial x} + \frac{\partial q_{by}}{\partial y} = 0
\]

in which \(\xi\) is a coefficient equal to \((1 - p)^{-1}\); \(p\) is the bed porosity; and \(q_{bx}\) and \(q_{by}\) are components of bed-load discharge \(q_b\) in \(x\) and \(y\)-directions, respectively.

In this study, the bed-load transport rate is estimated by the Meyer-Peter and Muller (MPM) formula \cite{25},

\[
q_b = C_b \sqrt{(s - 1)gD} \left( \theta - \theta'_0 \right)^2
\]

in which \(C_b\) is the bed-load coefficient; \(s\) is the specific gravity of sediment given by \(s = \rho_s / \rho_f\), where \(\rho_s\) is the density of sediment particles and \(\rho_f\) is the density of water; \(d\) is the mean particle diameter; \(\theta'_0\) is modified critical bed shear stress, \(\theta_c\) is the critical bed shear stress that can be estimated by the following formula \cite{35}

\[
\theta_c = \frac{0.3}{1 + 1.2d^2} + 0.055 \left( 1 - e^{-0.02d^2} \right)
\]

where \(d^*\) is the dimensionless grain size calculated by

\[
d^* = \frac{\left[ g(s - 1) \right]^{1/3}}{\nu_f^{1/2}}
\]

where \(\nu_f\) is the kinematic viscosity of fluid, and \(\nu_f = 1 \times 10^{-6}\) m²/s is used in all the tests in this study. Considering the slope effect, \(\theta_c\) estimated by (14) can be modified using \cite{34}

\[
\theta'_c = \frac{\theta_c \psi \sin \phi + \sqrt{\cos^2 \beta \tan^2 \beta - \sin^2 \psi \sin^2 \beta}}{\tan \phi}
\]

where \(\phi = 30°\) is the angle of repose of the bed material (sand) used in the current study, \(\beta\) is the angle of the bed and \(\psi\) is the angle between the upslope direction of the sloping bed and the direction of the flow.
The dimensionless bed shear stress, \( \theta \), can be calculated as

\[
\theta = \frac{\tau_b}{g d (\rho_b - \rho_f)}
\]

in which the bed shear stress \( \tau_b \) normal to the cell interface is determined as

\[
\tau_b = \tau_{b,x} n_x + \tau_{b,y} n_y, \quad \tau_{b,x} = \rho_f C_d u_0 \sqrt{u_0^2 + v_0^2}
\]

and

\[
\tau_{b,y} = \rho_f C_d v_0 \sqrt{u_0^2 + v_0^2}
\]

where \( n_x \) and \( n_y \) are components of unit normal vector \( \mathbf{n} \) in the \( x \) and \( y \) directions, respectively; \( \tau_{b,x} \) and \( \tau_{b,y} \) are the horizontal components of \( \tau_b \) in the \( x \) and \( y \) directions, respectively; \( u_0 \) and \( v_0 \) are the near bed velocities estimated in the bottom layer of the computational grids; and \( C_d \) is the drag coefficient that can be locally determined in terms of the Nikuradse roughness \( k_s \) [35].

\[
C_d = \left\{ \frac{k_s}{0.71 + \ln \left( \frac{k_s}{30 d} \right)} \right\}^2
\]

where \( k_s \) is estimated by \( k_s = C_d d \) in which \( C_d \) is the coefficient that is set to 3.5 in this study.

Substituting Eq. (18) into Eq. (17) gives

\[
\theta = \frac{C_d}{g d (s-1)(\eta - \bar{h})^2} \left( (Du)_0 n_x + (Dv)_0 n_y \right) \sqrt{(Du)_0^2 + (Dv)_0^2}
\]

in which \( (Du)_0 \) and \( (Dv)_0 \) are the horizontal discharge components in the bottom layer of computational grids. Accordingly, the dimensionless shear stress \( \theta \) used in (13) can be estimated by bottom flow discharges \( (Du)_0 \) and \( (Dv)_0 \) using (20) in this study.

3. A relaxation system of hydrodynamic model

Since the governing system (5)–(7) is not in a hyperbolic form, one cannot apply a shock capturing solver on the system. Consequently, the shock-capturing ability of the numerical method cannot be guaranteed. In order to stably and accurately simulate the sharp gradient and discontinuities in 3-D shallow water flows, in the present study, a relaxation model of the 3-D SWEs is built using the approach given in [1,23], which is hyperbolic and equivalent to the original model in the zero relaxation limit (\( \varepsilon \to 0^+ \)). In order to obtain the relaxation model, an auxiliary variables \( \omega_i \) is introduced to replace the variable \( \omega_i \), and a partial differential equation with a stiff source term is added to the original system, which lead to the following relaxation system

\[
\frac{\partial \eta}{\partial t} + \frac{\partial (Du)}{\partial x} + \frac{\partial (Dv)}{\partial y} + \frac{\partial \omega_i}{\partial t} = 0
\]

(21)

\[
\frac{\partial (Du)}{\partial t} + \frac{\partial}{\partial x} \left( Du^2 + \frac{g Dv^2}{2} \right) + \frac{\partial (Dv)}{\partial t} + \frac{\partial (\omega_i u)}{\partial \sigma} = 0
\]

(22)

\[
\frac{\partial (Dv)}{\partial t} + \frac{\partial}{\partial y} \left( Du^2 + \frac{g Du^2}{2} \right) + \frac{\partial (\omega_i v)}{\partial \sigma} = 0
\]

(23)

\[
\frac{\partial \omega_i}{\partial t} + W^\omega \frac{\partial \omega_i}{\partial t} = -\frac{1}{\varepsilon} (\omega_i - \omega_i^0)
\]

(24)

where \( \varepsilon > 0 \) is a relaxation parameter and \( W^\omega \) is a very small propagation speed associated with the auxiliary variable \( \omega_i^0 \) (in all of the numerical tests, \( W^\omega = 10^{-8} \) is used to avoid additional stability restriction, see [23]).

The system (21)–(24) can be written in the following vector form:

\[
U_t + F(U, h)x + G(U, h)y + K(U, h)z = S(U, h) + P(U) + R(U)
\]

(25)

where \( U := (\eta, Du, Dv, \omega)^T \); \( F, G \) and \( K \) are the fluxes:

\[
F(U, h) := \left( Du, \frac{(Du)_0^2}{\eta - \bar{h}} + \frac{g}{2} (\eta - \bar{h})^2, \frac{(Du)_0 (Dv)_0}{\eta - \bar{h}} \right)^T
\]

(26)

\[
G(U, h) := \left( Dv, \frac{(Dv)_0^2}{\eta - \bar{h}} + \frac{g}{2} (\eta - \bar{h})^2, \frac{(Du)_0 (Dv)_0}{\eta - \bar{h}} \right)^T
\]

(27)

\[
K(U, h) := \left( \omega_1, \frac{(Du)_0 \omega_1}{\eta - \bar{h}}, \frac{(Dv)_0 \omega_1}{\eta - \bar{h}}, W^\omega \omega_1 \right)^T
\]

(28)

and \( S, P \) and \( R \) are the source terms:

\[
S(U, h) := \left( 0, -\frac{(\eta - \bar{h}) g \partial \eta}{\partial x}, -\frac{(\eta - \bar{h}) g \partial \eta}{\partial y} \right)^T
\]

(29)

\[
P(U) := \left( 0, \frac{\partial}{\partial \sigma} \left( \frac{\partial u}{\partial \sigma} \right), \frac{\partial}{\partial \sigma} \left( \frac{\partial v}{\partial \sigma} \right) \right)^T
\]

(30)

\[
R(U) := \left( 0, 0, 0, -\frac{1}{\varepsilon} (\omega - \omega^0) \right)^T
\]

(31)

In the coupling model, the relaxation system (21)–(24) can be written in the following quasi-linear form:

\[
U_t + A_h(U, h) U + B_h(U, h) U + C_h(U, h) U_\sigma = S(U, h) + P(U) + R(U)
\]

where the matrices \( A_h := \frac{\partial F}{\partial U}, B_h := \frac{\partial G}{\partial U} \) and \( C_h := \frac{\partial K}{\partial U} \). The Jacobian matrices \( J_h = A_h n_x + B_h n_y \) for horizontal convection and \( C_h \) for vertical convection can be computed as

\[
J_h = \begin{pmatrix} 0 & 0 & n_x & n_y \\ -\frac{(Du)_0}{(\eta - \bar{h})} + g(\eta - \bar{h}) n_x & n_x & \frac{Du}{\eta - \bar{h}} n_x & 0 \\ \frac{(Dv)_0}{(\eta - \bar{h})} + g(\eta - \bar{h}) n_y & n_y & 0 & \frac{Dv}{\eta - \bar{h}} n_y \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]

(32)

and

\[
C_h = \begin{pmatrix} 0 & 0 & 0 & 1 \\ \frac{(Du)_0 \omega_1}{(\eta - \bar{h})^2} & \frac{\omega_1}{(\eta - \bar{h})} & 0 & \frac{Du}{(\eta - \bar{h})^2} \\ 0 & \frac{\omega_1}{(\eta - \bar{h})} & 0 & \frac{Dv}{(\eta - \bar{h})^2} \\ 0 & 0 & 0 & W^\omega \end{pmatrix}
\]

(33)

in which \( q^i = (Du)_0 n_x + (Dv)_0 n_y \).

The eigenvalues of \( J_h \) and \( C_h \) are given by

\[
\lambda(J_h) = \left\{ \frac{q^i}{(\eta - \bar{h})} + \sqrt{g(\eta - \bar{h})}, \frac{q^i}{(\eta - \bar{h})} - \sqrt{g(\eta - \bar{h})}, 0 \right\}
\]

(34)
4. Numerical algorithms for solving the 3-D SW*Exner system

Although the constructed relaxation system (21)–(24) is hyperbolic, one can not directly solve it to update all the flow parameters since η is independent on coordinate σ. Therefore, the relaxation system (21)–(24) is solved in two steps, i.e., propagation step and relaxation step. A strong splitting method is used in the current study.

4.1. Propagation step

4.1.1. Updating the discharge components Du and Dv

In this step, a semi-discrete second-order central-upwind scheme on prismatic grid is used. We use the 2-D triangulation coupled with the uniform grid in the σ-direction with the grid size Δσ. Fig. 1 shows a typical triangular prismatic cell Vn in σ coordinates, with the centroid (x, y, σ) and of volume |Vn|. The prismatic cell has five faces of areas Aik, k = 1, ..., 5, whose corresponding outer unit normals are denoted by nik := (nx ik, ny ik, 0), k = 1, 2, 3, 4, 5, and nk5 := (0, 0, 1). The corresponding neighboring shares the k-th face of the cell Vn is denoted by Vk, k = 1, ..., 5. The center of the k-th face of the cell Vn is denoted by Mk = (xk, yk, σk), k = 1, ..., 5. T is the triangular horizontal cross-section of the prism Vn; nTk, k = 1, 2, 3 are the lengths of the corresponding sides of the triangle T.

The second-order central-upwind scheme proposed for triangular grids [5,15] and Cartesian grids [15,16] are extended to a prismatic cell in this paper as

\[
\frac{d \tilde{U}^n_{ik}}{dt} = - \frac{1}{|V_n|} \sum_{k=1}^{5} \frac{A_{ik}}{a_{ik}^{in} + a_{ik}^{out}} \left[ a_{ik}^{in} \tilde{F}(U_{ik}(M_{ik})) + a_{ik}^{out} \tilde{F}(U_{ik}(M_{ik})) \right]
\]

\[
+ \frac{1}{|V_n|} \sum_{k=1}^{5} \frac{A_{ik}}{a_{ik}^{in} + a_{ik}^{out}} \left[ a_{ik}^{in} \tilde{G}(U_{ik}(M_{ik})) + a_{ik}^{out} \tilde{G}(U_{ik}(M_{ik})) \right]
\]

\[+ \frac{1}{|V_n|} \sum_{k=1}^{5} A_{ik} \left( \frac{1}{b_{ik}^{in} + b_{ik}^{out}} \right) \left[ b_{ik}^{in} \tilde{K}(U_{ik}(M_{ik})) + b_{ik}^{out} \tilde{K}(U_{ik}(M_{ik})) \right]
\]

\[- \frac{1}{|V_n|} \sum_{k=4}^{5} A_{ik} \left( \frac{1}{b_{ik}^{in} + b_{ik}^{out}} \right) \left[ b_{ik}^{in} \tilde{K}(U_{ik}(M_{ik})) + b_{ik}^{out} \tilde{K}(U_{ik}(M_{ik})) \right]
\]

where \( U_{ik}(M_{ik}) \) and \( U_{ik}(M_{ik}) \) are the reconstructed values at \( M_{ik} \), \( k = 1, 2, 3, 4, 5 \), which are obtained using a piecewise linear reconstruction,

\[
\tilde{U}(x, y, \sigma) := \tilde{U}_i + (\tilde{U}_j)(x - x_i) + (\tilde{U}_j)(y - y_i) + (\tilde{U}_j)(\sigma - \sigma_j), \quad (x, y, \sigma) \in V_i.
\]

(36)

namely,

\[
U_{ik}(M_{ik}) := \lim_{(x,y,\sigma) \to M_{ik}} \tilde{U}(x, y, \sigma). \quad U_{ik}(M_{ik}) := \lim_{(x,y,\sigma) \to M_{ik}} \tilde{U}(x, y, \sigma).
\]

(37)

The slopes in linear reconstruction Eq. (36) have to be limited to suppress potential nonphysical oscillations near discontinuities. In the current study, the horizontal limited slopes \( \tilde{U}_i \) and \( \tilde{U}_j \) are computed using a multidimensional slope limiter proposed in [13]; the vertical limited slope \( \tilde{U}_k \) is computed using the minmod limiter (see, e.g., [26,30,37]).

The horizontal directional local speeds of propagation, \( a_{ik}^{in} \) and \( a_{ik}^{out} \) are defined by

\[
a_{ik}^{in} := - \min \lambda_1(J_{ik}(U_{ik}(M_{ik}))), \lambda_1(J_{ik}(U_{ik}(M_{ik}))), 0 \quad k = 1, 2, 3,
\]

\[
a_{ik}^{out} := \max \lambda_1(J_{ik}(U_{ik}(M_{ik}))), \lambda_1(J_{ik}(U_{ik}(M_{ik}))), 0 \quad k = 1, 2, 3
\]

(38)

where \( \lambda_1(J_{ik}) \leq \lambda_2(J_{ik}) \leq \cdots \leq \lambda_{n-1}(J_{ik}) \leq \lambda_n(J_{ik}) \) are the eigenvalues of the Jacobian matrix \( J_{ik} \).

Similarly, the vertical directional local speeds of propagation, \( b_{ik}^{in} \) and \( b_{ik}^{out} \), are defined by

\[
b_{ik}^{in} := - \min \lambda_1(J_{ik}(U_{ik}(M_{ik}))), \lambda_4(J_{ik}(U_{ik}(M_{ik}))), 0 \quad k = 4, 5,
\]

\[
b_{ik}^{out} := \max \lambda_4(J_{ik}(U_{ik}(M_{ik}))), \lambda_4(J_{ik}(U_{ik}(M_{ik}))), 0 \quad k = 4, 5
\]

(39)

where \( \lambda_1(J_{ik}) \leq \lambda_2(J_{ik}) \leq \cdots \leq \lambda_{n-1}(J_{ik}) \leq \lambda_n(J_{ik}) \) are the eigenvalues of the Jacobian matrix \( J_{ik} \).

In order to avoid division by 0 (or close to 0), in all the reported experiments, when \( a_{ik}^{in} + a_{ik}^{out} < 10^{-6} \), the central-upwind method for the horizontal fluxes (first three terms on the RHS of (35)) are replaced by a Lax-Friedrichs method; when \( b_{ik}^{in} + b_{ik}^{out} < 10^{-6} \), the central-upwind method for the vertical fluxes (fourth and fifth terms on the RHS of (35)) are replaced by a Lax-Friedrichs method.

Due to the discontinuity of the mobile bed at cell interfaces in this study, the discretization of the bed slope term \( S \) in [23] can not be directly applied to the current system. Therefore, we modify the well-balanced numerical scheme in [23] and propose the following quadratures for the cell average \( S = (S_{1}^{(2)}, S_{1}^{(3)}, 0)^T \):

\[
S_{1}^{(2)} = \frac{g}{2|V_n|} \sum_{k=1}^{3} A_{ik} b_{ik}^{in} \frac{\eta_{ik}(M_{ik}) + \eta_{ik}(M_{ik}) - \bar{\eta}_{ik} - \bar{\eta}_{ik}}{2}
\]

\[-g(\eta_{ik})(\bar{\eta}_{ik} - \bar{\eta}_{ik})
\]

(40)

\[
S_{1}^{(3)} = \frac{g}{2|V_n|} \sum_{k=1}^{3} A_{ik} b_{ik}^{in} \frac{\eta_{ik}(M_{ik}) + \eta_{ik}(M_{ik}) - \bar{\eta}_{ik} - \bar{\eta}_{ik}}{2}
\]

\[-g(\eta_{ik})(\bar{\eta}_{ik} - \bar{\eta}_{ik})
\]

(41)

where \( \eta_{ik} \) and \( \eta_{ik} \) are the x- and y- slope of the ith piecewise linear reconstruction of \( \eta \). The well-balanced discretization (40) and (41) of the bed slope terms can preserve the "lake at rest" steady state (\( \eta \equiv \text{Constant}, \ u \equiv v \equiv 0 \)).

The vertical diffusion terms \( \tilde{P} \) are approximated explicitly in the flux form using centered differences. At the top of the computational domain, the centered-difference approximations are re-
placed with the one-sided ones. At the bottom of the computational domain, a logarithmic velocity profile within the bottom layer is assumed [8], hence the bed shear stress is related to the turbulent law of the wall. Accordingly, we replace the vertical gradients \( \nu \langle \partial u / \partial y \rangle \) and \( \nu \langle \partial v / \partial y \rangle \) with \( \tau_b \), \( x \) \( \rho \) and \( \tau_b \), \( y \) \( \rho \) at the bottom of the computational domain.

### 4.1.2. Updating the water surface level \( \eta \)

After solving the horizontal discharges in Section 4.1, we apply the kinematic boundary condition \( \omega (x, y, \sigma = -1, t) = 0 \) and \( \omega (x, y, \sigma = 0, t) = 0 \) to Eq. (9) and get

\[
\frac{\partial \eta}{\partial t} + \frac{\partial}{\partial x} (\vec{D}u) + \frac{\partial}{\partial y} (\vec{D}v) = 0.
\]

where \( \vec{D}u \) and \( \vec{D}v \) are depth-averaged fluxes calculated using the results from Section 4.1. Eq. (42) can be discretized in the following semi-discrete form using the "triangular" central-upwind method [5]:

\[
\frac{d \eta_{ik}}{dt} = \frac{1}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left[ \tau_{ik} \cos(\theta_{ik}) \left[ c_{ik}^{\text{in}} ((\vec{D}u)_{ik}(M_{ik})) + c_{ik}^{\text{out}} ((\vec{D}u)_{ik}(M_{ik})) \right] 
- \frac{1}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left[ \tau_{ik} \sin(\theta_{ik}) \left[ c_{ik}^{\text{in}} ((\vec{D}v)_{ik}(M_{ik})) + c_{ik}^{\text{out}} ((\vec{D}v)_{ik}(M_{ik})) \right] 
+ \frac{1}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left[ \eta_{ik}(M_{ik}) - \eta_{i}(M_{ik}) \right].
\]

### 4.1.3. Updating the vertical velocity \( \omega \)

In this step, the vertical velocity \( \bar{\omega}_{ik} \) is updated in order to satisfy the continuity Eq. (5) using the \( \eta \) updated by Eq. (42). Applying the central-upwind method to terms \( \partial (\vec{D}u))/\partial x \) and \( \partial (\vec{D}v))/\partial y \) in Eq. (5), and applying the second order backward differencing temporal discretization to term \( \partial \eta/\partial t \) in Eq. (5), the Eq. (5) is solved as:

\[
\bar{\omega}_{ik}(t + \Delta t) = \bar{\omega}_{ik}(t + \Delta t) - \Delta \sigma \frac{3 \bar{\eta}_{ik}(t + \Delta t) - 4 \bar{\eta}_{ik}(t) + \bar{\eta}_{ik}(t - \Delta t)}{2 \Delta t} 
- \frac{\Delta \sigma}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left[ \tau_{ik} \cos(\theta_{ik}) \left[ c_{ik}^{\text{in}} ((\vec{D}u)_{ik}(M_{ik})) + c_{ik}^{\text{out}} ((\vec{D}u)_{ik}(M_{ik})) \right] 
- \frac{1}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left[ \tau_{ik} \sin(\theta_{ik}) \left[ c_{ik}^{\text{in}} ((\vec{D}v)_{ik}(M_{ik})) + c_{ik}^{\text{out}} ((\vec{D}v)_{ik}(M_{ik})) \right] 
+ \frac{1}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left[ \eta_{ik}(M_{ik}) - \eta_{i}(M_{ik}) \right].
\]

where \( \bar{\omega}_{ik} \) and \( \bar{\omega}_{ik} \) are vertical velocities at the top and bottom surfaces of the cell i, respectively. Note that, in the Eq. (44), \( \vec{D}u = \vec{D}u(t + \Delta t) \), \( \vec{D}v = \vec{D}v(t + \Delta t) \) and \( \bar{\eta} = \bar{\eta}(t + \Delta t) \) are computed in Sections 4.1.1 and 4.1.2. Based on the boundary condition \( \Omega(x, y, \sigma = 0, t) = 0 \), all of the values of \( \bar{\omega}_{ik}(t^{n+1}) \) and \( \bar{\omega}_{ik}(t^{n+1}) \) can be recursively obtained from (44). At the cell center, \( \bar{\omega}_{i}(t + \Delta t) \) is calculated by

\[
\bar{\omega}_{i}(t + \Delta t) = \left[ \bar{\omega}_{i}(t + \Delta t) + \bar{\omega}_{i}(t + \Delta t) \right] / 2
\]

### 4.1.4. Updating the bed profile

The horizontal components of bed-load discharge are calculated by

\[
q_{b,x} = \frac{u_0}{\sqrt{u_0^2 + v_0^2}} q_b, \quad q_{b,y} = \frac{v_0}{\sqrt{u_0^2 + v_0^2}} q_b.
\]

The bed level in the current model is updated by applying a semi-discrete upwind discretization to the Exner Eq. (12):

\[
\frac{d \gamma_{ik}}{dt} = -\frac{1}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left( \beta_{ik} q_{b,x}(U_i(M_{ik})) + (1 - \beta_{ik}) q_{b,x}(U_{i,k}(M_{ik})) \right) 
- \frac{1}{|V|} \sum_{k=1}^{3} \frac{1}{2} \left( \beta_{ik} q_{b,y}(U_i(M_{ik})) + (1 - \beta_{ik}) q_{b,y}(U_{i,k}(M_{ik})) \right)
\]

where \( \beta_{ik} \) is an upwind coefficient on \( b_{ik} \), which can be estimated by

\[
\beta_{ik} = \begin{cases} 
0, & \text{if } \frac{1}{2} \left[ \left. u_{i,k}(M_{ik}) + u_{i,k}(M_{ik}) \right] \right) n_{x,ik} \\
+ \frac{1}{2} \left[ v_{i,k}(M_{ik}) + v_{i,k}(M_{ik}) \right] n_{y,ik} \geq 0, \\
1, & \text{otherwise.}
\end{cases}
\]

### 4.2. Relaxation step

In this step, we solve the following stiff system

\[
U_t = R(U),
\]

using an implicit backward Euler method, which gives

\[
\bar{\sigma}_{i}(t + \Delta t) = \left( \bar{\sigma}_{i} \right)^* - \frac{1}{\epsilon} \left( \bar{\sigma}_{i}(t + \Delta t) - \bar{\sigma}_{i}(t + \Delta t) \right)
\]

where \( \left( \bar{\sigma}_{i} \right)^* \) is the intermediate values obtained from the propagation step 4.1.

In the small relaxation limit (\( \epsilon \rightarrow 0^+ \)), this step sets the local equilibrium condition and assigns the auxiliary variables to their relaxed values, i.e., \( \bar{\sigma}_{i}(t + \Delta t) = \bar{\sigma}_{i}(t + \Delta t) \).

### 4.3. Stability criterion

A fully discrete scheme can be developed from (35) and (47) using a stable ODE solver. In the present study, a total variation diminishing two-stage Runge-Kutta (TVDRK2) solver [9] is used. The time-step size \( \Delta t \) is limited by the following CFL condition:

\[
\Delta t \leq \min \left\{ \frac{r_{ik}}{3 \max \left( a_{ik}^{\text{in}}, a_{ik}^{\text{out}} \right)}, \frac{\Delta \sigma}{2 \left( v_{ik} \right)} \right\},
\]

in which \( r_{ik}, k = 1, 2, 3 \) are the 3 corresponding altitudes of the prism \( V_i \) in the horizontal direction.

### 5. Model validation

#### 5.1. Quiescent lake over a hump

This test is used to verify the well-balanced property of the present model when a lake is at rest over irregular topography. A hump on a flat bed is first defined as:

\[
h(x, y, t = 0) = \max [0, 2000 - 0.00032 (x - 4200)^2 + (y - 3800)^2, 1000 - (x - 2900)^2 + (y - 5100)^2]
\]

The hump is located at the center of a 8000 m \( \times \) 8000 m computational domain, of which the peak is 2000 m high, and it is completely submerged under a quiescent lake surface which is defined with an initial elevation of 2500 m everywhere. The test is simulated using the parameters: \( d = 5 \) mm, \( s = 2.6 \), \( p = 0.4 \) and \( c_p = 8 \).
A constant water surface is observed during the whole simulation process, and the computed velocities are zero over the whole domain. The simulated surface of the quiescent lake at $t=50$ s is shown in Fig. 2. The results show that the proposed model can preserve the well-balanced property.

5.2. 1-D bed erosion with exact solution

The accuracy of the proposed 3-D model is first investigated by a test of dam-break flow over erodible bed in which the bottom shear stress has been neglected in the momentum equation. The exact solution was derived by a process of subsequent wave-field construction demonstrated in [31]. The $q_{b,x}$ and $q_{b,y}$ terms are given by $q_{b,x} = A_g u(u_x^2 + v_x^2)$ and $q_{b,y} = A_g v(u_x^2 + v_x^2)$ assuming a material characterized by $A_g = 0.01$ and $p = 0.4$. The initial conditions are given by $D = 2.25$ m, $u = 0.2$ m/s and $h = 5.0$ m, for $x < 0$, $D = 1.188868$ m, $u = 2.4321238$ m/s and $h = 5.124685$ m for $x > 0$. A 30 m long domain is discretized by cells with uniform size of 0.01 m in the horizontal direction, and the fluid is discretized into 4 layers in the vertical direction. The computed time is 2 s.

Note that the vertical viscous terms and bed shear stress are not considered in this test.

Fig. 3 shows the comparison between exact and numerical results for the water surface and bed level. Although some small discrepancies are found at the position of initial discontinuities, a very good agreement between simulated and exact solution is observed. The discontinuities of both shallow water and erodible bed are accurately captured. The results indicate the result of proposed model converges to the exact solution with satisfactory accuracy.

5.3. Dam-break flow over mobile bed

A series of dam-break experiments were conducted by Leal et al. [19] in a 19.2 m long horizontal flume with a width of 0.5 m and a height of 0.7 m. A vertical gate that was originally located in the center of the flume was suddenly removed at $t=0$ s in order to simulate the dam-break. The wave-front travels to the downstream end of the flume in 6 s. Three groups of tests were carried out with respect to the bed types which are fixed bed, sand bed and pumice bed. In the current simulation, a test (Ts.28 in [19]) with sand bed is considered. The sand has a mean particle diameter $d=0.8$ mm with a specific gravity $s=2.65$. The porosity of bed material, $p$, is determined using the Komura formula [14] modified by Wu and Wang [40]

$$p = 0.13 + \frac{0.21}{(d + 0.002)^{0.22}}.$$ 

The bed-load coefficient $C_b=8$ is used in this test.

At $t=0$ s, a 0.4 m thick flat sand bed is built under a 0.4 m deep quiescent water on the upstream side of the gate, and a 0.071 m thick flat sand bed is built under a 0.075 m deep quiescent water on the downstream side of the gate. The upstream side boundary is defined as a wall boundary condition, and the downstream side boundary is defined as a free outflow boundary condition with a 0.075 m fixed water level. The initial condition is illustrated in Fig. 4.

In the current test, the computational domain is a 20 m × 0.5 m area which is discretized by 8628 unstructured triangular cells in the horizontal direction and 6 layers in the vertical direction. The horizontal meshes are locally refined in the area near the dam.

Fig. 5 shows the velocity vectors of the dam-break flow at $t=1$ s. Relative high vertical velocity can be observed at the dam-break location ($x=0$ m). An obvious gradient of horizontal velocity at the downstream side of the dam can be seen at around $x=0.6$ m location caused by trans-critical flows, and a hydraulic jump is also observed. This test case emphasizes one of the advantages of the
The experimental results were published in [33]. The experiment was conducted in a 3.6 m wide flume with a useful length of 27 m. The breached dam was represented by two impervious blocks at about 12 m from upstream end and a 1 m wide gate located between the blocks. The origin of the axes is taken at the gate center. The configuration of experimental setup is shown in Fig. 7. More details of the flume dimensions can be found in [33].

The grey area in Fig. 7 was covered by an 85 mm thick sand layer, which extended over 1.5 m upstream of it and over 9 m downstream of the gate. A flat sand bed without compaction was prepared before the test using uniform coarse sand with a median diameter of $d=1.61$ mm, a specific gravity $s=2.63$, and an initial porosity of $p=0.42$.

The case 1 reported in [33] is used in the current paper to verify the proposed numerical model. In this case, the initial water level in the upstream side of the dam is 0.47 m and the initial water depth is 0 m at the downstream side of the dam. Note that, in order to avoid numerical oscillations caused by dry bed, a $1.0 \times 10^{-4}$ m water depth is imposed as minimum water depth over the whole computational domain. The temporal water level evolutions were recorded by 8 ultrasonic gauges which were located at: $g1(0.64$ m, $0.5$ m), $g2(0.64$ m, $-0.165$ m), $g3(0.64$ m, $0.165$ m), $g4(0.64$ m, $0.5$ m), $g5(1.94$ m, $-0.99$ m), $g6(1.94$ m, $-0.33$ m), $g7(1.94$ m, $0.33$ m) and $g8(1.94$ m, $0.99$ m). At $t=0$ s, the gate is suddenly removed in order to simulate the dam-break. The experiment was considered to last for 20 s.

The computational domain is discretized by 15,719 triangular cells in horizontal (see Fig. 8) and 6 layers in vertical. The boundary at $x=15.5$ m is set to be free outlet boundary condition, and other boundaries are set to be free-slip wall condition. The bed-load coefficient $C_x=12$ is used in this test.

Fig. 9 shows the temporal evolution of topography under dam-break flow.

Fig. 10 compares the simulated results from the proposed 3-D model and the numerical results estimated by 2D-UCL1 model which were reported in [32,33]. The 2D-UCL1 model uses two-dimensional depth-averaged shallow water equations with MPM formula. It can be observed that, near the location of dam-break ($x=0$ m), the proposed 3-D model yields better results than the 2D-UCL1 model.

Fig. 11 shows the comparisons between simulated and measured water levels at gauges 1 and 6 throughout the dam-break process. Good agreements are observed, and the accuracy of the proposed 3-D model is verified.

### 5.5. Dam-break flow over mobile bed with a sudden enlargement

This test case is chosen to verify the stability and accuracy of the current model simulating dam-break flows over erodible beds. The laboratory experiment was conducted in the Université catholique de Louvain, Belgium. The experimental results were reported in [10,12,27].

The experiments were conducted in a 6 m long flume, presenting a non-symmetrical sudden widening from 0.25 m to 0.5 m width, located 1 m downstream of the gate which is located at $x=3$ m. The channel width is 0.25 m on the upstream side of $x=4$m and 0.5m on the downstream side of $x=4$m. Ultrasonic gauges and digital imagery equipments are placed and focused on different locations to take the measurements of the water surface and bed profile. The water surface levels are recorded at $P1(3.75$ m,0.125 m), $P2(4.2$ m,0.125 m), $P3(4.45$ m,0.125 m), $P4(4.95$ m,0.125 m), $P5(4.2$ m,0.375 m), $P6(4.95$ m,0.375 m), respectively. In this test, two locations with measured cross-section profiles of bed are chosen to verify the numerical results, which...
A coarse and almost uniform sand was used as bed material with a median diameter of $d=1.72$ mm; a specific density of $s=2.63$ and a porosity of $p=0.39$ [2]. At $t=0$ s, a 0.1 m thick layer of fully saturated sand over the whole flume is setup, and stationary water with a 0.25 m depth is stored in the reservoir on the upstream side of the gate. The gate is suddenly removed at $t=0$ s, and a dam-break flow with induced bed-load sediment transport travels towards downstream side. A free outflow boundary condition is used at the downstream outlet at $x=6$ m, and a free-slip boundary condition is applied at all side walls. The bed-load coefficient $C_B=8$ is used in this test.

The computational domain is discretized by 6389 unstructured triangular cells in the horizontal direction and 5 layers in the vertical direction. Fig. 13 shows the computational grid arrangement at $t=0$ s.

Fig. 14 shows the simulated horizontal velocity vectors on the water surface. As can be observed, the length of circulating zone is approximately 0.45 m which is close to the measured value in [10]. The simulated flow field is close to the measured one in [10], and different components of the flow structure can be found.
at three indicated regions: in region 1, deviated velocity orientations in the wider reach is observed; in region 2, a recirculation area at the corner forms; and in region 3, an oblique hydraulic jump caused by reflection against the sidewall is observed. Similar features are reported in [10].

Note that, in the proposed model given in sections 2, 3 and 4, the bed shear stress (18) and dimensionless bed shear stress (20) are computed using velocities and discharges in the bottom layer of computational grids. Such models are denoted by NBV in this numerical test.

If the bed shear stress (18) and dimensionless bed shear stress (20) are computed using depth-averaged velocities and discharges in the proposed model in this study, the model is denoted by DAV in this test.

Fig. 15 shows the comparisons between the simulated and experimentally measured water levels at 6 measured points. An overall good agreement between simulated results and experimental measurements is observed. In Fig. 15, only very small differences are observed between NBV and DAV results.

Fig. 16 shows the comparisons between the simulated and experimentally measured bed profiles at t=12 s at 2 measured cross-sections which are x=4.1 m and 4.4 m, respectively. It can be observed that, at x=4.1 m, the NBV model can correctly estimate the scour depth and the position, while the DAV model overestimates the scour depth at around y=0.25 m. At x=4.4 m, the NBV and DAV models can both estimate the correct height and position of the dune, small differences are observed at this cross-section.
6. Concluding remarks

In the present paper, a 3-D numerical model for shallow water flows with sharp gradients over mobile bed is successfully developed. In hydrodynamic model, the 3-D shallow water equations in σ-coordinates are converted to a hyperbolic form using a relaxation approach, which allows for the use of shock capturing schemes, e.g., central-upwind method. Consequently, the model is able to simulate dam-break flows without numerical instability. A second order “prismatic” central-upwind method is used to estimate the fluxes through interfaces based on explicit finite volume method. The temporal evolution of topography is estimated by an Exner equation consisting of MPM bed-load transport formula which has been widely used in practice. Water and bed levels are updated in a depth-averaged form based on the continu-
ity equation. The bed-load fluxes in Exner equation are estimated by an upwind method on triangular cells in order to maintain numerical stability. The proposed model has been tested by several laboratory experiments of dam-break flows over mobile beds.

The proposed model can preserve the well-balanced property due to the special discretization of bed-slope source terms, which is verified by 5.1. In the test 5.3 and 5.4, the proposed 3-D model is compared with reported 2-D depth-averaged models; in the test 5.5, the proposed 3-D model using near bed velocities(NBV) is compared with DAV model, the results show that the proposed 3-D model yields better results near the dam-break location due to more accurate prediction of flow field where three-dimensional features can not be neglected.
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